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Abstract

This volume is one of an extended series which brings together
the previously published papers, monographs, abstracts, and bibliog-
raphies by NBS authors dealing with the precision measurement of
specific physical quantities and the calibration of the related metrol-
ogy equipment. The contents have been selected as being useful
to the standards laboratories of the United States in tracing to
NBS standards the accuracies of measurement needed for research
work, factory production, or field evaluation.

Volume 1 deals with methodology in the generation, analysis,
and interpretation of precision measurement data. It contains 40
reprints assembled in 6 sections: 1) The Measurement Process
2) Design of Experiments in Calibration 3) Interlaboratory Tests
4) Functional Relationships 5) Statistical Treatment of Measure-
ment Data 6) Miscellaneous. Each section is introduced by an inter-
pretive foreword, and the whole is supplemented by abstracts and
selected references.

Key Words: Accuracy; analysis of measurement data;
design of experiments; functional relationships; inter-
laboratory tests; measurement process; precision; statis-
tical concepts in measurements; systematic error.

Library of Congress Catalog Card Number: 68-60042
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Foreword
In the 1950's the tremendous increase in industrial activity, particularly

in the missile and satellite fields, led to an unprecedented demand for preci-
sion measurement, which, in turn, brought about the establishment of hun-
dreds of new standards laboratories. To aid these laboratories in transmitting
the accuracies of the national standards to the shops of industry, NBS in
1959 gathered together and reprinted a number of technical papers by mem-
bers of its staff describing methods of precision measurement and the design
and calibration of standards and instruments. These reprints, representing
papers written over a period of several decades, were published as NBS
Handbook 77, Precision Measurement and Calibration, in three volumes:
Electricity and Electronics; Heat and Mechanics; Optics, Metrology, and
Radiation.

Some of the papers in Handbook 77 are still useful, but new theoretical
knowledge, improved materials, and increasingly complex experimental tech-
niques have so advanced the art and science of measurement that a new
compilation has become necessary. The present volume is part of a new
reprint collection, designated NBS Special Publication 300, which has been
planned to fill this need. Besides previously published papers by the NBS
staff, the collection includes selected abstracts by both NBS and non-NBS
authors. It is hoped that SP 300 will serve both as a textbook and as a refer-
ence source for the many scientists and engineers who fill responsible posi-
tions in standards laboratories.

A. V. ASTIN, Director
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Preface

The general plan for this compilation has been reviewed by the Information Committee
of the National Conference of Standards Laboratories. The plan calls for Special Publica-
tion 300 to be published in 12 volumes having the following titles and editors:

Statistical Concepts and Procedures, H. H. Ku
Frequency and Time, A. H. Morgan
Electricity-Low Frequency, F. L. Hermach and R. F. Dziuba
Electricity-Radio Frequency, A. J. Estin
Heat, D. C. Ginnings
Temperature, J. F. Swindells
Mechanics, R. L. Bloss
Dimensional Metrology-Length and Angle, H. K. Hammond, III
Radiometry and Photometry, H. K. Hammond, III
Colorimetry and Image Optics, H. K. Hammond, III
Spectrochemical Analysis, B. F. Scribner
Ionizing Radiation, E. H. Eisenhower

This division of subject matter has been chosen to assure knowledgeable selection of
context rather than to attain uniform size. It is believed, however, that the larger volumes,
of approximately 600 pages, will still be small enough for convenient handling in the
laboratory.

The compilation consists primarily of original papers by NBS authors which have been
reprinted by photoreproduction, with occasional updating of graphs or numerical data when
this has appeared desirable. In addition, some important publications by non-NBS authors
that are too long to be included, are represented by abstracts or references; the abstracts
are signed by the individuals who wrote them, unless written by the author.

Each volume has a subject index and author index, and within each volume, contents
are grouped by subtopics to facilitate browsing. Many entries follow the recent Bureau prac-
tice of assigning several key words or phrases to each document; these may be collated with
titles in the index. Pagination is continuous within the volume, the page numbers in the orig-
inal publications also being retained and combined with the volume page numbers, for ex-
ample 100-10. The index notation 1-133 refers to volume 1, page 133 of this volume. A con-
venient list of SI (Syst~me International) physical units and a conversion table are to be
found inside the back cover.

The publications listed herein for which a price is indicated are available from the
Superintendent of Documents, U. S. Government Printing Office, Washington, D. C. 20402
(foreign postage, one-fourth additional). Many documents in the various NBS nonperiodi-
cal series are also available from the NBS Clearinghouse for Federal Scientific and Techni-
cal Information, Springfield, Va. 22151. Reprints from the NBS Journal of Research or
from non-NBS journals may sometimes be obtained directly from an author.

Suggestions as to the selection of papers which should be included in future editions
will be welcome. Current developments in measurement technology at NBS are covered in
annual seminars held at either the Gaithersburg (Maryland) or the Boulder (Colorado)
laboratories. These developments are summarized, along with a running list of publications
by NBS authors, in the monthly NBS Technical News Bulletin.

H. L. MASON,
Office of Measurement Services
NBS Institute for Basic Standards.
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Editor's Note

This volume deals with methodology in the generation, analysis, and
interpretation of precision measurement data. Itja.. collQi ftpapxs
that have been found useful to the measurement fraternity, as represented
by participants in the annual NBS seminars on Precision and Accuracy in
Measurement and Calibration. The main criterion used in selection was ease
of communication; that is, whether the author's message gets across to the
general reader, so that he can develop the idea for gainful application in his
own specialized area.

The volume contains reprints of 40 papers on statistical concepts and
procedures classified in six sections. Four works too long to be included here
are represented by titles and abstracts in Section 7. The interpretive fore-
word appearing at the beginning of each of the first six sections comments
on the individual papers and thus characterizes the particular section. The
index has been prepared to facilitate browsing. Paper 6.8 provides a list of
selected references, annotated for the reader's convenience. Some of these
are referred to in the various forewords.

I wish to acknowledge my indebtedness to Churchill Eisenhart and to
members of the Statistical Engineering Laboratory for their suggestions in
selection of papers, and for their help in the preparation of this volume.

Thanks are also due to publishers of non-NBS papers for permission to
reprint in this volume papers by D. B. De Lury, William H. Kruskal, R. B.
Murphy, Milton Terry, and E. Bright Wilson, Jr.

HARRY H. Ku, Editor
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Foreword

Statistical control on the quality of manufactured items formally began
with Walter Shewhart some forty years ago, but statistical control on the
quality of precise measured values in a calibration laboratory did not become
a reality until just recently. The first published example of this realization
appears to be that given by Pontius and Cameron in their Monograph (1.1)
on mass measurement.

A prime mover in the transfer of this basic concept from production
processes to measurement processes has been Churchill Eisenhart, who has
spent much of his time the last two decades advocating this discipline both
within and without the Bureau. A definitive treatise based on his study
appears as the second paper, Realistic Evaluation (1.2).

The "postulate of measurement," which Eisenhart used in his paper
and which he attributed to N. Ernest Dorsey, originated from Dorsey's
treatise, The Velocity of Light. Excerpts from this work of Dorsey's, se-
lected and arranged by Eisenhart. are reprinted here under the title, On
Absolute Measurement (1.3).

In Systematic Errors in Physical Constants (1.4), Youden extended
Dorsey's observations on the effects of changing environmental conditions,
and introduced the use of weighing designs into physical experimentation.
These designs, labeled as Youden's ruggedness test designs in his papers in
section 3. are constructed for the efficient and systematic searching out of
systematic errors.

Youden's other paper (1.5) emphasized the use of statistical design
to get an indirect estimate of the error in comparing an instrument with
a reference standard. He pointed out that users of calibrated items often
have an optimistic notion of the quality of the measurements they make,
and suggested that some investigation should be made in order to ascertain
whether some of the demands made for better standards are justified.

The presentation of final results, and the uncertainties associated with
the realizations of the measurement method by which these results are ob-
tained, has always been a source of difficulty. The recommendations given
in the Expression of the Uncertainties of Final Results (1.6) and the
tabular guide to commonly used terms and expressions (1.7) are included
to serve aq references to experimenters who are faced with this problem.
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Realistic Uncertainties and the
Mass Measurement Process

An Illustrated Review
Paul E. Pontius and Joseph M. Cameron

Thi paper gives a revie,, ,t ;he concepts and operations involved in measuring the nia , if an object.
The imortance of viewing measurement as a production process is mphas;zd and metdids of eval-

uating prcess parameters are presented. The use ofone ofthe lahiratory'*. standard, a- an additional
unknown in routine calibration provides an accuracy check and, as time goes (in. the basis for precision
and accuracy statements.

Key Words: Mleasurement,. measurement process, uncertaint. nia-s measure ent. precision.
accuracv. statistical control.

Introduction

This paper is a condensed version of a lecture on It is a review of the mass measurement process
"Error of Measurement" presented by Paul E. from the initial basic concept to the statement of a
Pontius and Joseph M. Cameron at the Seminar on measured mass value, examining in more or less
Mass Measurement, held at the National Bureau of detail certain important elements which are apt to
Standards, Washington. D. C., November 30. De- be misunderstood, or perhaps misused. The im-
cember I and 2, 1964, and is essentially as presented portance of viewing measurement as a production
by Paul E. Pontius at the 20th Annual ISA Con- process is emphasized and methods of evaluating
ference held at Los Angeles, California. October process parameters are presented. The use of
4-7. 1965. one of the laboratory's standards as an additional

unknown in routine calibration provides an accuracy
check and, as time goes on. the basis for precision
and accuracy statements.

National Bureau of Standards Monograph 103
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Mass Measurement Requirements

One role of the Bureau is to provide an extension
of the mass measurement unit into the facilities of
those who must use mass values to do other useful
work . . ..

Fiqure 3

" ,The three pnotographs above started with a
group of standards whose cumulative total mass was

r , in excess of one million pounds, and ends with a
micropound standard, a range in excess of ten to

Figure I the twelfth power (1012).

These large weights, for example, are ***
for use by another part of the Bureau to calibrate
force measuring devices.

, Fi gure 4

The accuracy requirements for a measurement
are set partly by experience, partly by discussions

Figure 2 with others, and partly by analysis. For a par-
ticular purpose, the accuracy requirement must be

The calibration service provides values for single, established with care, as it provides a point of de-
selected groups, and ordered sets of standards, parture for the entire measurement process. Fre-
the values being with reference to the national quently we tend to lose perspective in regard to
standard lof mass. These values, together with a what we are measuring, or what the measurements
value for their uncertainty, allow each user to de- mean, particularly if we concentrate on routine
termine. in 'ombination with his measurement procedures or are remote to the actual measure-
process. the uncertainty of his measurements. ment.

3-2
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The aiming point for our measurement is to precision for a single measurement is shown in
establish the mass, or true value, of a particular the 3d column. If one tries to establish the com-
object for it is, in concept at least, unique and pliance with Class M adjustment tolerances by
invariant. If, for example, accuracy within .01 a single weighing against a known standard, the
percent is sufficient for our purpose, the target uncertainty of the process would be as shown in
center is the area within the next to the last circle, the 4th column. This uncertainty, compared with
Our measurements may group on either side of the quantity we are trying to detect, is such that in
dead center, or may be randomly scattered across the first 4 cases the measurement uncertainty is
the center of the target, but as long as the spread a large fraction of the tolerance so that only those
is essentially within the target circle, the process items well inside of tolerance have a good chance
is satisfactory for its intended use. Troubles arise of being passed. A measurement procedure more
when realistic requirements are divided by large sophisticated than a single comparison with a
arbitrary constants as specifications pass through known standard may be desirable.
various groups of people in a complex organization.
Measurements accurate to better than .01 percent
require attention to many details under more or less
ideal conditions, and may not be obtainable under
adverse conditions, consequently the entire meas-
urement effort may be lost if the end use involves
measurement processes of questionable precision.
In the case of calibration, for example, in order to
utilize the accuracy inherent in a good calibration, TYPICAL PROCESS PARAETERS CLASSAJ.TOL
the user must work just as hard in his measure-
ment process as the calibration facility did to de- NOMINAL UNCERTAINTY OF S.O.OF SINGLENEAS. CLASS CLASS
termine the value of the standard originally. VALUE CLASS M SINGLE PROCESS S S-I

(WITHIN TOL.) MEAS. UNCERTAINTY (mg) (mg)

*** log .050 .0074 .072 .18
5g .034 .004 .048 .18

The importance of incorporating the properties Ig .034 .004 .048 .10
of the measurement process in setting up .require- 500mg .010 .0001 .012 08
ments or specifications is illustrated by the problem 100mg .010 .00T .012 -5 .05
of adjustment tolerances for different classes of IOmg .010 .0001 .012 03
weights.

Figure 6

TYPICAL PROCESS PARAMETERS CISS ITOL. We would be in greater difficulties if we were to
NOMINAL UNCERTAINTY SOf SINGLE SINGLE MEAS. CLASSCLASS try to establish compliance with Class S adjustment
VALUE (SYS. ERROR) MEA UN PROCESS M tolerances in the same manner with reference to

Amg) n) Class M standards, which are known only to be

log .0087rg .0014m .051mg .074 within the Class M tolerance limits. In 4 of the 6
5g .0050 .004 .017 .054 examples, the process uncertainty is of the same
I g .0047 .004 .01 .054 order of magnitude as the quantity we are trying

500mg .0024 .0001 .005 .025 to check. These examples illustrate the necessity
100mg .0009 .000? .003 .025 for a careful evaluation before venturing a commit-

I0mg .0008 .000? .003 .Ol0 .014 ment on the performance of a particular measure-ment process.

3 times one standard deviation of
the measureirent process plus bound
to possible systematic errors.

Figure 5

The Class M and Class S adjustment tolerancelimits for selected weights are shown in the two

right hand columns. The uncertainty associated
with the stated value for standards of the same
nominal value is shown in the 2d column and the

4-3

II 
Iit 

for 
seece 

weg 
t 

ar 
show 

in 
thIw



The Unit of Mass either relative to the whole scale, as for example,
9.995 grams, or relative to the closest nominal
value, in which case the point would be described
as 10 grams minus 5 milligrams. The minus 5
milligrams may be called a correction or error,
depending on one's viewpoint. The use of a nom-

VALUE inal value and a correction is often convenient in
computations, however, the word "correction",(EXACT BY DEFINITION)-------k
or "error", overly emphasizes the importance of

E AT O°C the nominal value. Interpretation of tolerance
(HYDROSTATIC WEIGHING).. - -_46.40052 ml limits on the value of the standard as the error

automatically disregards the primary benefits of
ETRIC COEF OF EXPANSION a good calibration. Only an ideal measurement
(BY MEASUREMENT ON PLATINUM-IRIDIUM method or process can produce true values of
ALLOY) -- multiples and subdivisions of the basic unit whichALLxY)u will exactly coincide with nominal values on the

a(25.863+.005628)XI6 true value scale. It should be emphasized that.
from a measurement standpoint, adjustment to
nearly coincide with a nominal value is necessary

Fi gure 7 only to assure an -on scale" condition when inter-
comparing equal nominal summations.

By practically universal agreement, the mass of
the International Prototype Kilogram is the basic
unit for mass measurement. It is a particular
object, defined to have an exact invariant mass of
one kilogram. that is to sa), the true value is one
kilogram. The volume and the coefficient of volu-
metric expansion are necessary to determine the
best estimate of the true value of other objects
compared with this standard.

TYPICAL PROCESS PARAHETERS CLASS ZOLTOL
NOMINAL UNCERTAINTY S.D.OF SINGLE SINGLE NEUS. CLASS CLASS
VALUE (SYS. ERROR) HERS. PROCESS S S-I

OF STD.VALU[ UNCERTAINTY* (mg) (mg)

log .008T mg .004mg .031 m9 .,,
5g .0050 .004 .0IT .054 J1
Ig .0047 .004 .017 .054 .10

500mg .0024 .0001 .005 .025 .08
100mg .0009 .0007 .003 .025 .05
I0mg .0008 .000T .003 .014 .05

*3 5.D. + SYS. ERROR

Figure 9

In our previous example, we elected to interpret
the adjustment tolerance limits associated with

8,W aW *4UW jWOUL our Class M set as the uncertainty of the value.
A43VIAA M4UM While this may be appropriate with respect to the

nominal value, such an interpretation raised serious
doubts as to our ability to test the Class S weight

Figure 8 set. If we had used the actual value and its un-
certainty as a basis for our tests, the doubt essen-

With the unit defined, we can logically construct tially disappears. With minor modification at the
a true value scale which has the property that some 10 g level, the uncertainty of the values established
point on the scale will correspond to the mass of for the Class S weights by our single measurement
any chosen object. We call the major subdivisions is clearly suitable for the task at hand. It must be
of this scale nominal values. Other customary emphasized that our apparent increase in measure-
units, such as the pound, are not ambiguous if they ment capability did not require any change in our
have an exact definition relative to the basic unit, process hardware. It has been achieved, for the
An intermediate point on the scale can be described most part, by a change in philosophy.

5-4



'2 - . than was available in the starting measurements.
All mass values on NBS Reports of Calibration are

* with reference to a minimum number of selected
Smass standards. For example, practically all sets

of metric weights are calibrated with reference to
S a pair of I kg or a pair of 200 g or a pair of 100 g

weights. The national reference standards group
• v' does not include weights of all denominations.

WERTAIY VAUE ,'ZW " /Sr *A* *

Figure 10

Our access to the true value scale as established
by the international standard is through prototype
kilogram number 20. The estimated true value of
number 20 is 1 kilogram minus 19 micrograms,
based on several measurements. We can construct
an accessible true value scale by setting off from Measurement Method
the value of kg 20 an amount equal to the correc-
tion. Practically, the stated value is assumed to be
exact, the uncertainty of the value introducing
only a slight systematic error in our reconstructed .
scale.

CONCEPT
PHYSICAL LAWS
INSTRUMENTS

STANDARDS
OPERATORS
PROCEDURES
ENVIRONMENT
COMPUTATION

Figure 12

k-taI mIU F *Y A practical measurement method is easy to vis-
ualize in the form of a broad outline of the elementsTWE VAIE"W ?1AL S E of the method such as, the concept of the quantity

Figure 11 to be measured, pertinent physical laws, various
instruments, standards, the operators, procedures

By comparing other objects with kilogram 20, to be used, the environment in which the measure-
either singly or in combination, we can assign ments are to be made, the computations which are
values relative to our accessible scale. A sufficient to be made, and a means of establishing some
number of well calibrated standards which can be parameters of performance. As we briefly review
intercompared, and which may occasionally be some of these elements, we will find that every
compared with our prototype standard, serve to mass measurement facility has many things in
maintain our scale with perhaps ,i greater precision common.

6-5
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F - ATTRACTIVE, FUCE

m,,rM2- MASS OF IUK$
r - DISTANCE BETWEEN C.C.'s
G - UNIVERSAL CONSTANT

Figure 13 Figure 15

Mass is an inertial property of an object, which, People operate the equipment, following pre-
within the framework in which our measurements scribed procedures. Operator skill increases with
apply, is considered to be proportional to the practice, and in time, operators in a given group
amount of material. Mass is generally thought of approach a uniform level of skill.
as being measured through some application of
Newton's law of gravitational attraction, however,
it is perhaps more precise to say that measurements ***
are made by comparing the forces attracting sus-
pended bodies toward the earth-that is the net
vertical forces including the effects of G, air
buoyancy, rotation of the earth, etc. Each comparison, or weighing, consists of a se-

quence of operations, more or less formalized.
*** Detailed procedures and weighing designs, ranging

from simple to complex, are available for a wide
variety of requirements. Modern computation
equipment ranging from desk calculator to elec-
tronic computer are now widely available so that
laborious long hand computations are no longer
necessary.

While perhaps not generally considered so,
analysis is a part of the measurement method.
Whether done by machine ...

Figure 14 ".' ' :.' '"

The environment in which the measurements are .....
made does not vary substantially between calibra-
tion facilities. Weighing rooms are almost uni- ., r

versally clean, with restricted access, and relatively .. ,Z+-....
free of vibration. With the possible exception of , , ,,,, ,
freedom from vibration, these desirable features are
easily obtained. Figure 16

7-6
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4 A MEASUREMENT PROCESS

_ _ PRODUCES:

7.30 1.A USEFUL
MEASURED VALUE

_.__ 2. AN ESTIMATE OF
UNCERTAINTY FOR
THAT VALUE

Figure 19

A measurement process involves the actual
physical operation of the specified equipment fol-
lowing the procedures as closely as possible. It

Figure 17 is subject to the many variations that can and do
occur during the operation. The end result is an

S. . or by hand, the analysis verifies that such estimated best value, which, in order to be useful.
parameters continue to be applicable, must be accompanied by the uncertainty with ref-

erence to known performance parameters.
Changes in any one or in a group of elements of

the method constitutes, in effect, a different par-
** * ticular method and a different process which will

in turn produce a different result and a different un-
certainty. Small changes can make the difference
between a useful value or a wasted effort.

INSTRUMENT .A

STANDARDS ... 2001,2002,1001 - 4"

PROCEDURES ... CLEAN & WEIGH
USING 52- I SERIES

OPERATOR .. P. CRONE
ENVIRONMENT ... ROOM I, SOUTH
COMPUTATION ... COMPUTER PROGRAM

ANALYSIS ... F- TEST, t-TEST .memoir

Figure 20
Figure 18

Because we must establish the mass of the object
A particular measurement method is like a in question by measuring the mass difference be-

specification for a particular measurement. The tween it and some known standard, the comparator
specific instrument, the standards to be used, the is a vital element in the process. The inherent
specific operations to be performed and the planned characteristic of the comparator is precision-not
sequence in which they are to be carried out, the accuracy. The fundamental question is whether
operator, the location, and the method of computa- the indicated difference is really a mass difference,
tion and analysis, collectively define a particular or an indication of some other variability. While
measurement method. Until the measurement has we may be able to identify large sources of vari-
actually been made and analyzed, the performance ability, in the limit, we cannot differentiate between
is only "on paper" and therefore ideal. instrument precision, variability from extraneous

sources, or variability of the standard.
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OBSERVATION EQUATIONS
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2
II -1i 0 of = + 1.0
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Figure 21 Figure 23

We start by determining the indicated difference If we repeat the comparison at some other time.
between two objects that are nearly alike. we are quite likely to obtain a different result.

This raises a serious question-which of the two
, * *results is correct?

OBSERVATION EQUATIONS

I, -12 :a a1  (i=1.2 ..... n)

+ 1.0
= + 1.0 ." ,' OBSERVATION EQUATIONS

0o = + 1.0

or - 0.5

Figure 22

From our first comparison, it appears that the
round knob weight on the left is clearly heavier Figure 24

than the flat knob weight by one scale division. If
we stop here, we would simply state the value of We repeat the comparison again . . .
one object in terms of another, however, we have no
way of knowing the uncertainty to associate with
this value.

(The symbol i signifies that the
relationship is not a strict equality
because of the random errors of meas-
urement that are present on the right
side.)
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OBSERVATION EQUATIONS REASONABLY CONTINUOUS RESPONSE

1I1I - 12LL1 21 THIS o °

a,. +1.0 0 00000
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I I

Figure 25 Figure 27

•.. and again. Now there are four different The operator, or manufacturer, must search for
value-, none of which alone can be considered cause and effect until repeated indications for the
the best measure of the difference. but considered same load, or. differences are reasonably con-
as a group the. can tell us something about the sistent. Effects which are periodic in nature, but
instrument. Continuing to record the indicated with a period significantly longer than the period
difference between two similar objects, and pref- of the instrument, can he minimized in the design
erably making the comparisons in the environment of the weighing method.
in which the instrument is to be used, a plot is made
against time of the differences which may look like
this.

.20

REASONABLY LINEAR IN THE
0 0 NEIGHBORHOOD OF THE LOAD

* . .t

Figure 26 z -10mg 10mg

The first plot indicates a severe rounding off, IOOg LA 0

which may he from several causes. Such a re- LOAD
sponse clearly lacks the appearance of randomness.
The second plot at least appears to be random.
The third plot. while perhaps appearing to be
random, obviously lacks the precision of the sec- Figure 28
ond plot. The range of the differences as plotted
gives us an idea of the smallest mass difference
that can be detected with assurance, and is ob- One additional requirement, generally beyond
viously related to the requirements our measure- the control of the operator, is that of linearity. An
ments must meet. Repeated independent meas- instrument, used as a comparator rather than a
urements of the same mass difference are essential direct reading device, requires linearity only in the
to the evaluation of the instrument, neighborhood of the actual load.
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Weighing Method

OBSERVED DIFFERENCES SUBSTITUTION METHODSTO MASS DIFFERENCES ..

2. TRANSPOSITION
3."DIRECT READING"j

Figure 29

The problem of establishing the correspondence Figure 30
between observed differences and mass differ-
ences is a part of the weighing method. The first
two methods, substitution and transposition, are To illustrate the principle, the double substitu-
comparative methods. That is to say, the method tion method is performed as follows: We start with
requires observations relative to a suitable stand- a simulated equal arm balance, a tare weight-
ard along with the unknown. With these methods, the white cylinder near the base of the balance,
the measurement equipment need be continuous a sensitivity weight of known value immediately
only over the time interval required for making a in front of the dark weight near the center, and two
group of observations and linear only over the range nearly equal brass weights, one with a flat knob in
of the difference between the standard and the un- the center and one with a round knob on the left.
known. Most direct reading equipment is in a The scale indication is in arbitrary numbers and
sense a substitute standard, that is, at some point the tare weight is necessary to establish an "on
in time it is calibrated with reference to a stand- scale" condition.
ard. and from that point until recalibration. it is
generally assumed to have a long term constancy ** *
approaching that of the standard. Most mass
measurement equipment can be used either way.
The smallest uncertainties invariably will be asso-
ciated with the comparative mode of operation. (I)A-O,

Figure 31

The first observation is that produced with the
round knob weight on the pan.
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